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Two-gap feature in optimally electron-doped cuprates

Wei Hu,1,2 Zhongpei Feng,1,2 Jie Yuan,1 Tao Xiang,1,2 Dingping Li,3,* Baruch Rosenstein,4,† Beiyi Zhu,1 and Kui Jin1,2

1Beijing National Laboratory for Condensed Matter Physics, Institute of Physics, Chinese Academy of Sciences, Beijing 100190, China
2School of Physical Sciences, University of Chinese Academy of Sciences, Beijing 100049, China

3School of Physics, Peking University, Beijing 100871, China
4Electrophysics Department, National Chiao Tung University, 30010 Hsinchu, Taiwan, Republic of China

(Received 27 February 2018; revised manuscript received 6 September 2019; published 19 September 2019)

The dependence of the Hall conductivity on temperature and magnetic field in optimally doped
La2−xCexCuO4±δ (x = 0.105) thin films demonstrates that both the hole and the electron bands undergo Cooper
pairing. The magnetic field suppresses the dominant hole band pairing more effectively, making the subdominant
electron band pairing visible. Positively charged Cooper pairs dominate the Hall signal in the mixed state at a
weak magnetic field near Tc, while at large field the negatively charged Cooper pairs take over. Sign reversals of
the Hall conductivity induced by superconducting fluctuation occur in the transition and can be explained by a
weakly coupled two-band Ginzburg-Landau-Lawrence-Doniach model.
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I. INTRODUCTION

Generally, Cooper pairing in complex compounds appears
in multiple “pockets” of the Fermi surface, each one charac-
terized by the charge (quasiparticle or hole) and the pairing
symmetry (s, d). Indications of the coexistence of an electron
and a hole pocket in the normal state of electron-doped
cuprates frequently appear in angle-resolved photoemission
spectroscopy (ARPES) and magnetotransport. ARPES [1]
demonstrated an electron pocket at (π, 0) at optimally doped
Nd1.85Ce0.15CuO4+δ (NCCO) to coexist with a new hole
pocket at (π/2, π/2). High-field (up to 60 T) magnetoresis-
tance quantum oscillations in NCCO [2] have also indicated
that the two pockets are present near the optimal doping.
As for La2−xCexCuO4 and Pr2−xCexCuO4, although there
are no similar reports of the spectroscopic results due to the
lack of high-quality single crystals, the Hall measurements
on their films demonstrate the coexistence of both signs of
carriers in La1.895Ce0.105CuO4 and Pr1.85Ce0.15CuO4 (PCCO)
[3,4]. Moreover, in the paper by Saadaoui et al. [5], in
La2−xCexCuO4−δ with x = 0.105, muon spin rotation (μSR)
has revealed the absence of a magnetic order, while the
angle-dependent magnetoresistance has revealed a sign of
the magnetic order/fluctuation which will lead to the Fermi-
surface reconstruction and result in the formation of the hole
and electron pockets [6,7].

As far as the pairing symmetry is concerned, despite
a variety of experimental methods used to investigate the
superconducting (SC) state (Raman scattering, ARPES, ac
transport, and specific heat), their interpretations still depend
on theoretical assumptions. The most important point is the
strength of the coupling between the electron and the hole
bands. For example, Raman scattering in NCCO [8], ARPES
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[9] in Pr0.89LaCe0.11CuO4, and the tunneling spectroscopy
[10] on PCCO indicated a nonmonotonic d-wave gap de-
pendence on the angle between 0 and π/4. However, re-
cent ARPES [11] on Sm1.85Ce0.15CuO4 (SCCO) has demon-
strated that the gap of the hole pocket is compatible with a
monotonic d-wave symmetry, raising the possibility that the
nonmonotonic d wave may result from a combination of a
d-wave hole gap and an s-wave electron gap. The difference
between these two interpretations of experiments might be the
strength of the coupling between the two bands (electron and
hole). In principle, the temperature dependence of normalized
electronic specific heat (the appearance of a “shoulder”) is
a signature of the coupling strength [12,13]. Unfortunately,
the previous measurements of the specific heat of electron-
doped cuprates only focused on the low-temperature region
where the shoulder was not observed [14,15]. The ac transport
data [16] (superfluid density) on PCCO cannot determine the
angle dependence, but are inconsistent with a pure d wave. A
weakly coupled two-gap model has been proposed to explain
the sharp upward curvature in the temperature dependence of
superfluid density [17]. As a result, the strength of the cou-
pling between them has become a key issue for understanding
the physics of electron-doped cuprates. To address it, one has
to return to a more quantitative analysis of the experimental
data such as the Hall effect in the SC state.

In the framework of the BCS theory [18–20], the sign of the
Hall conductivity (σxy = ρxy

ρ2
xy+ρ2

xx
) induced by vortex motion

(σ s
xy) near Tc or Hc2 is the same as that of ∂N (μ)

∂μ
|
μ=EF

times the

sign of the charge carrier. Here, EF is the Fermi energy and
N (μ) is the density of states. As for cuprate superconductors,
it has been demonstrated by the experiments that the sign of
σ s

xy is also closely related to the electronic structure of the
vortex [21] which influences the vortex charge accumulated
in the vortex core, and subsequently influences the vortex
dynamic [22]. As a consequence, if the coupling is weak, the
competition between the electron and hole bands may result
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in many sign reversals of σ s
xy, since their electronic structures

are much different. Therefore, it encourages us to carry out a
comprehensive study on the sign reversals in electron-doped
cuprates [23–28].

In the present paper, we perform precise Hall measure-
ments on optimally doped La2−xCexCuO4±δ (x = 0.105) and
fit the results by a weakly coupled two-band Ginzburg-Landau
model. σ s

xy in the vortex liquid region have been observed to
change from positive to negative as the temperature decreases
or field increases. By varying the oxygen content of the
sample within a certain range through changing the annealing
recipe, the sign reversal can still be observed, indicating
that such a phenomenon is intrinsic. Both qualitative and
quantitative analyses on such a phenomenon point to a weakly
coupled two-gap model, where the hole band dominates
the Hall signal in the mixed state near Tc at low magnetic
fields, while when the field is increased, the electron band
gradually takes over. In the absence of coupling, the model
is simplified as that of the hole band with a higher Tc at
zero field, while the electron band with a larger Hc2 at zero
temperature.

II. EXPERIMENTAL RESULTS

La1.895Ce0.105CuO4±δ (LCCO) thin films were fabricated
by dc magnetron sputtering on (100)-oriented SrTiO3 sub-
strates. The thicknesses of the films are grown higher than
100 nm to eliminate the influence of the thickness on the
properties of the films [29]. Patterned into the standard six-
probe Hall bridge, the Hall measurements were carried out by
Quantum Design PPMS-9 equipment.

For the sample with the optimal annealing condition (S1),
the temperature dependences of resistivity ρxx, conductivity
σxx (σxx = ρxx

ρ2
xy+ρ2

xx
), and the Hall conductivity divided by field

σxy/B at different fields are shown in Figs. 1(a)–1(c), respec-
tively (additional results are given in Supplemental Material
[30] Fig. S1). As shown in Fig. 1(c), σxy/B in the normal state
undergoes sign changes twice. It can obviously be attributed
to the competition between the contributions of the electron
and hole bands to the transport. More interestingly, in the
mixed state, the behavior of σxy/B also undergoes a transition,
as displayed by the phenomenon in Fig. 1(d) that when the
field is decreased, σxy/B near Hc2 is increasing at temperatures
above 16 K, but decreasing at temperatures below 12 K and
first decreasing then increasing in the middle range.

Generally, in the mixed state, the Hall conductivity σxy

consists of two contributions, σ n
xy from the quasiparticles

inside the core of the vortices and σ s
xy from the vortex mo-

tion. Therefore, in order to clearly observe the evolution of
σ s

xy, one should first subtract σ n
xy from σxy. Since σ n

xy in the
normal state is the same as σ n

xy in the mixed state, then if we
extract the variation rule of σ n

xy in the normal state, σ n
xy in the

mixed state can be obtained following this rule. As for our
measurement results, although there is no clear theory yet to
describe the relation between σ n

xy/B and B, the dependence
of σ n

xy/B on B can be approximately viewed as linear on
the scale of the σxy/B value in the mixed state, as shown in
Fig. 1(d) in which the data are cut from Fig. 1(c) by fixed
temperatures. Therefore, we fit the field-dependent σ n

xy/B by
the linear function in the normal state and extrapolate it to
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FIG. 1. Temperature dependence of (a) ρxx , (b) σxx , and (c) σxy/B
for S1 at constant fields between 1 and 9 T, respectively. (d) Field
dependence of σxy/B at constant temperatures between 7 and 30 K
which are extracted from (c). The linear normal parts are highlighted
by the red dashed line.

the mixed state to obtain the value of σ n
xy/B in there. Then,

we can calculate σ s
xy/B according to σ s

xy/B = σxy/B − σ n
xy/B,

where σxy/B is measured experimentally. As a consequence,
field-dependent σ s

xy/B at different temperatures are obtained,
as shown in Fig. 2(a). In Figs. 1(d) and 2(a), only several
typical temperatures are selected to be displayed. Actually,
using the data in Fig. 1(c), we can obtain the field-dependent
σxy/B and subsequently σ s

xy/B at temperatures from 7 to 35 K
in intervals of 0.1 K, as shown in Fig. S2 in the Supplemental
Material [30]. Then, cutting the data in Fig. S2 by fixed fields,
the temperature-dependent σ s

xy/B in Fig. 2(b) can be obtained.
The sign of σ s

xy in Fig. 2(a) separates the temperature range
into three parts: positive only from 26 to 16 K, negative only
from 12 to 7 K, and an intermediate range where both positive
and negative σ s

xy/B appear. Similarly, isomagnetic curves in
Fig. 2(b) are also divided into three regions, i.e., positive
only from 0.5 to 2.5 T, negative only from 5 to 8 T, and
an intermediate range where both positive and negative Hall
conductivities appear.

III. REPRODUCIBILITY

For electron-doped cuprates, the measured results of many
physical quantities are influenced by sample qualities [31].
So, one may ask whether or not such a previously unrevealed
phenomenon is intrinsic. In order to make it clear, first we
want to emphasize that this phenomenon happens near Tc or
Hc2 in the mixed state. Previous works, both theoretical [32]
and experimental [33] ones, have shown that σxy will not be
influenced by impurities in this region. Second, we have also
carried out similar measurements on the other two samples
(S2 and S3) with different oxygen contents or annealing
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FIG. 2. (a) Field dependence of σ s
xy/B at constant tempera-

tures from 10 to 26 K. The solid curves are drawn to guide the
eye. (b) Temperature dependence of σ s

xy/B at constant fields from
0.5 to 8 T.

conditions. Since previous works have shown that the elec-
tronic structure can intriguingly vary from two bands to one
band for different oxygen contents [34,35], we only tune
the oxygen content in a small range here to guarantee the
similarity of their electronic structures. As shown in Fig. 3(a),
the Tc0 gradually decreases from S1 to S3, as well as the
residual resistivity ratio (RRR). The measured temperature
dependence of σxy/B of S2 and S3 still undergoes the tran-
sition described in S1, as displayed by Figs. 3(b) and 3(c).
Similarly, we extracted the σ s

xy/B of S2 and S3, as shown in
Figs. 3(d) and 3(e). The sign of σ s

xy/B of both samples still
separates the temperature into three parts: positive only at low
temperatures, negative only at high temperatures, and alternat-
ing in the intermediate range. Consequently, it is reasonable
to conclude that such a phenomenon is reproducible within a
certain range of oxygen content for LCCO, further providing
evidence that it is intrinsic.

0 1 2 3 4 5 6 7 8 9
-1.0

-0.5

0.0

0.5

1.0
5 10 15 20 25 30 35

-4

-2

0

2

4

6

8

10 20 30 40 50 60 70
0.0

0.1

0.2

5 10 15 20 25 30 35

-0.5

0.0

0.5

1.0

1.5

0 1 2 3 4 5 6 7 8 9

-2

0

2

12, 10,
8, 6 K

σs xy
/B
(Ω
.c
m
.T
)-1

B (T)

29, 24, 19, 13 K

σ x
y/B

(Ω
.c
m
.T
)-1

1, 1.5, 2, 2.5, 3, 3.5,
4, 5, 6, 7, 8, 9 T

S3
S2

R
/R
(3
00
K)

T (K)

S1

(e)(c)

(d)(b)

(a)

S3S3

S2

σ x
y/B

(Ω
.c
m
.T
)-1

T (K)

1, 1.5, 2, 2.5, 3, 3.5,
4, 5, 6, 7, 8, 9 T

S2
9, 8,
7, 5 K

σs xy
/B
(Ω
.c
m
.T
)-1

29, 26, 22, 10 K

FIG. 3. (a) Temperature dependence of R/R(300 K) for all the
samples. (b) and (c) Temperature dependence of σxy/B at different
fields for S2 and S3, respectively. (d) and (e) Field dependence of
σ s

xy/B at different temperatures for S2 and S3, respectively.

IV. QUALITATIVE ANALYSES

As mentioned above, the sign of σ s
xy near Tc or Hc2 is

closely related to the electronic structure of the vortex. Given
that the electronic structure of the vortex reflects the total
fundamental nature of the superfluid electrons and the low-
energy excitation of the condensate [22], it can be reasonably
deduced that the sign change of σ s

xy described in Figs. 2(b)
and 2(a) originates from the change of such a fundamental
nature. Obviously, such a fundamental nature will not change
with varying fields and temperatures for one gap or strongly
couple a two-gap scenario, which therefore cannot explain our
experimental results.

In the case of the weakly coupled two-gap scenario, a
combination of ARPES on SCCO [11] and superfluid density
measurements on PCCO [17] indicates that the hole band in
optimal electron-doped cuprates dominates the superconduct-
ing area near Tc at zero field. Assuming that the positive σ s

xy
at low fields near Tc shown in Fig. 2(b) comes from the hole
band and that the negative σ s

xy at high fields comes from the
electron band, then the H-T phase diagram should behave as
that shown in Fig. 4. This is also consistent with the fact that
the Hall conductivity near Hc2 is positive at high temperatures
but negative at low temperatures [Fig. 2(a)]. The gray dashed
line represents the transition line of the vortex solid to the
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FIG. 4. H -T phase diagram without coupling. The h pairing
and e pairing represent the areas dominated by hole and electron
Cooper pairs, respectively. Hc2,i and Tc,i correspond to Hc2 at zero
temperature and Tc at zero field. The subscript i = e or h refers to
the electron and hole bands. The blue and the green lines represent
the temperature dependence of the upper critical fields for the hole
and electron band, respectively, which are stimulated by Werthamer-
Helfand-Hohenberg (WHH) theory and their cross point is denoted
by [T ∗, H∗]. The area between the solid curve and the gray dashed
line is the vortex liquid region. The area scattered with red dots
corresponds to the specific vortex liquid region where hole and
electron Cooper pairs compete with each other.

vortex liquid. Inside the vortex liquid phase, in the area scat-
tered with red dots, both the hole and electron Cooper pairs
contribute significantly to σ s

xy. Then, the sign reversals in the
intermediate field and temperature range in Figs. 2(a) and 2(b)
can be naturally attributed to the competition between them.

V. THEORETICAL FITTINGS

Having established the two-band H-T phase diagram based
on the qualitative analysis of the experimental results, the
transport coefficients are quantitatively analyzed in the frame-
work of the phenomenological Ginzburg-Landau (GL) ap-
proach.

The GL approach is the most effective in cases when a
microscopic theory is either too complicated or controversial
[36]. This is clearly the case in cuprates. However, it still
allows us to consider several pairing channels. A well-known
example is YBa2Cu3O7−δ (YBCO) in which the dominant
d-wave channel is accompanied by the s-wave one [37].
The mean-field GL free energy for a layered material (the
Lawrence-Doniach model) with two channels (electron and
hole, i = e, h) is

FGL = d ′ ∑
n,i

∫
r

{
h̄2

2mi

∣∣D� i
n

∣∣2 + h̄2

2mi
cd ′2

∣∣� i
n − � i

n+1

∣∣2

+αi
(
T − T 	,i

c

)∣∣� i
n

∣∣2 + b′
i

2

∣∣� i
n

∣∣4
}
. (1)

TABLE I. Optimized fitting parameters of S1 in [0.5 T, 2.5 T]
and [4.5 T, 8 T] field ranges.

Field range Tc0 (K) H∗
c2 (T) γ ′

n κ γ η 	 d ′ (Å)

[0.5 T, 2.5 T] 26.5 10.9 0.18 7.38 29 0.0020 0.3 6.225
[4.5 T, 8 T] 18.5 14.3 0.32 3.37 20 −0.0038 0.3 6.225

Here, d ′ is the distance between layers labeled by n, T 	
c is

the mean-field critical temperature, and mi and mi
c are the

effective Cooper pair masses in the ab plane (r position on
the plane) and along the c axis, respectively. The covariant
derivative, D = ∇ − i(e∗

i /h̄c)A, describes the system under
constant and homogeneous magnetic field. The homogeneity
of the field in the vortex liquid state is ensured for the whole
range on magnetic fields considered since Abrikosov vortices
strongly overlap [36]. Note that the charge is opposite for
particle and hole components, e∗

h = 2|e| = −e∗
e . The coupling

between channels is neglected (altogether, although its influ-
ences have been studied theoretically [37]).

To describe the transport properties at finite temperature,
the time-dependent GL equation,

h̄2(γ ′ + iγ ′′)
2mi

Dτ�
i
n = − 1

d

δFGL

δ�∗i
n

+ ζ i
n, (2)

is used. Here, Dτ = ∂τ − i(e∗
i /h̄)� is the covariant time

derivative, γ ′ + iγ ′′ is the complex inverse diffusion constant,
of which the tiny imaginary part can be neglected for σxx, but
should be taken into consideration for σxy, and ζn is thermal
noise,

〈ζ ∗
n (r, τ )ζm(r′, τ ′)〉 = h̄2γ ′

mid
T δ(r − r′)δ(τ − τ ′)δnm. (3)

The nonlinearity of the model is treated by the Gaussian
approximation [36] and the expressions of σ s

xx and σ s
xy are

derived in the Supplemental Material [30].
Here, we choose the data of S1 to carry in the theoretical

analysis. Since the field dependence of σ n
xx is also linear (see

Fig. S3 of Supplemental Material [30]), the superconducting
contribution σ s

xx is extracted in the same way as σ s
xy. As shown

in Fig. 5, the measured temperature dependence of σ s
xx and

σ s
xy/B from 1 to 2.5 T and 4.5 to 8 T (points) are generally

fitted well (lines) by the expression of σ s
xx and σ s

xy derived in
the Supplemental Material [30] and the values of parameters
listed in Table I. κ is the GL parameter, γ is the anisotropy
parameter, 	 is the cutoff energy (in units of 2eh̄H∗

c2
mc ), and

H∗
c2 and η represent −Tc

dHc2(T )
dT |

T =Tc
and γ ′′

γ ′ respectively. γ ′
n

is the proportionality coefficient between the relaxation time
of high Tc superconductors and BCS superconductors, i.e.,
γ ′

n = γ ′
BCS
γ ′ and γ ′

BCS = π h̄
8Tcξ 2 . Deviations appear at high values

of the conductivities. In this region the vortex pinning on the
mesoscopic scale should be taken into account. This leads
to an underestimated theoretical value in the present calcu-
lations. As shown in Table I, the fits to the experimental data
in the low- and high-field region lead to two different groups
of values, consistent with the H-T phase diagram (Fig. 4).
Conductivities at low fields near Tc are dominated by the hole
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band, while at large fields near Tc by the electron band. The
sign of η is responsible for the sign reversals of σ s

xy.

VI. CONCLUSIONS AND DISCUSSIONS

In conclusion, the transport properties of the mixed state
in optimally doped LCCO under a magnetic field to probe
the multicomponent character of the superconducting gap
were studied experimentally and theoretically. The magne-
toresistance and Hall data are explained both qualitatively and

quantitatively in terms of a weakly coupled two-band model
in the vortex liquid region of the magnetic phase diagram,
providing important information to clarify the pairing sym-
metry of the electron-doped cuprates. The hole band Cooper
pairing dominates the signal in the mixed state near Tc at low
fields, while the electron band gradually takes over when the
field is increased. The magnetic field therefore suppresses the
majority hole band pairing more effectively than the minority
electron band pairing. A similar structure of the magnetic
phase diagram can also been established in Sm1.85Ce0.15CuO4

[28] and PCCO [26], indicating that it is a general property
for optimal electron-doped cuprates.

The analysis of the transport data was based solely on the
phenomenological two-band Ginzburg-Landau-Lawrence-
Doniach approach rather than a microscopic one, so that it
is applicable to similar cases as well. In many other layered
compounds, several pairing channels are present, although
in most cases the charge of the Cooper pair is the same.
Experimentally, it is difficult to demonstrate the multiband
nature via vortex physics, since the contributions to the Hall
conductivity do not “compete” (the best studied example
being the hole-doped cuprate YBCO [37]). In such cases, the
coupling between the pairing channels is not negligible. The
theory can in principle be extended to a stronger coupling
between the two pairing channels.
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