Ultrafast response of cubic silicon carbide to intense attosecond pulse light
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In this paper we are motivated to numerically investigate the fundamental strong-field and attosecond response processes in wide band-gap solids, using the first-principle approach based on time-dependent density functional theory, advancing our understanding of fundamental strong-field and attosecond physics in solids. Taking cubic silicon carbide as a concrete example, the influence of pulse parameters on the ultrafast responses is demonstrated, which allows one to gain a useful independent insight into the interaction processes of attosecond light pulses with solids, revealing information currently not accessible by experiment. We also demonstrate control of the charge transfer and dielectric permittivity by intense attosecond pulse light. It is concluded that a single-cycle attosecond pulse light can be used to effectively manipulate the charge transfer and dielectric properties of wide-band gap materials with great potential for ultrafast device applications.
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I. INTRODUCTION

The ultrafast motion of electrons in solids generally involves attosecond time scales on their natural timescales. Indeed, only light pulses of a comparable duration can be used to catch up with the pace of the dynamics of electrons, so attosecond light pulses [1–13] can provide unusual functionality for probing, initiating, driving, and controlling the ultrafast electronic dynamics in solids with unprecedented high temporal and spatial resolutions simultaneously, opening up novel venues for both fundamental and applied sciences, such as attosecond time-resolved motion of electrons interactions in semiconductors [14], attosecond time-resolved photoemission in metals [15], the attosecond control of electrons undergoing photoemission from a nanometer-scale metal tip [16], and attosecond control of collective electron motion in plasmas driven by intense light fields [17]. Researchers have employed attosecond transient absorption spectroscopy to consider questions associated with ultrafast dynamic phenomena in atomic systems, such as real-time observation of valence electron motion in ionized krypton atoms [18], subcycle AC stark shift of krypton atom [19] and helium atom [20] excited states, and time-resolved autoionization of argon [21]. In the meanwhile, attosecond transient absorption spectroscopy is rarely applied to molecular systems, unless molecular systems are simple, such as hydrogen molecule and nitrogen molecule [22–24]. Following the first synthesis and characterization of attosecond light pulses, there is a tendency to increase their power and to reduce their duration. Currently, with the advent of powerful attosecond light pulse sources, the problem of studying the interaction of such pulses with matter is particularly relevant. Of particular interest for us was to explore the exciting possibilities that are opened up by the availability of intense attosecond light sources.

Generally speaking, the interaction of attosecond light pulses with solids can take place in various forms depending heavily on various parameters characterizing the solid system under study and the waveform of attosecond light. It has long been realized that intense light fields can induce extremely nonlinear electronic and optical behaviors in solids [25] which no longer scales linearly with the intensity of the light source, known as various conventional and less conventional strong-field effects, such as Franz-Keldysh effect [26], Bloch oscillations [27], the generation of high-order harmonics in a solid [28,29], the induced electric current in dielectric by intense laser pulses [30], and dynamic metallization in strong optical fields [31]. An important characteristic parameter of attosecond light pulse is the duration of its waveform envelope, which is far less than the characteristic carrier scattering time in solids so that the coherent ultrafast response of pure electronic quantum effects is maintained greatly without interference from detrimental scattering processes. Consequently, it is natural that one might wonder how the crystalline solids respond to the intense attosecond light pulse, and how do the coherence properties of attosecond light pulses transfer into electron wave packets in the crystalline solids accompanied by the constructive and destructive quantum mechanical interference between different quantum pathways due to the quantum physical wave nature of crystal electrons. Currently, there is no measurement technique that would reveal all the details of attosecond strong-field-driven electron dynamics in the crystalline solids, though some time-resolved measurement techniques [32] do provide indirect access to this information.
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Interestingly enough, on account of the ultrashort duration of attosecond light pulses, its interaction with matter is distinguished from conventional long light pulses by a combination of characteristics: (i) One and the same electron state in matter encounters all photons contained in an attosecond light pulse at the same time, enabling therefore interferences between pathways involving different intermediate states that are sensitive to the phase between these photons. (ii) A wide spectral band of photons contained in an attosecond light pulse offers new possibilities to have interferences between more quantum channels, promising a much higher degree of attainable control of electron states in matter. (iii) For high energetic photons contained in an attosecond light pulse, deeper electron states in matter become accessible and electron correlation and multielectron dynamics becomes increasingly important, leading to the excitation of multiple electrons with a single photon. (iv) Attosecond light pulse gives a direct way to controlling the position and momentum of electrons in speed matched to the electronic timescale.

In addition, as is well known, it is the electronic state that determines all optical properties of a solid media. The electron dynamics need to be controlled with unprecedented accuracy and time resolution to optimize optical responses of the solid media for applications such as ultrafast devices. A quantitative understanding at the cutting-edge, first-principles theoretical level of how electron dynamics proceed in completely new regimes of intense attosecond pulse light parameters, and in particular of the role of the intense attosecond pulse light, will be critical for such optimization, forming the basis for an ultrafast information processing device. However, obtaining a thorough understanding of, and achieving control over, interaction processes of attosecond light pulses with solid media, remains in its infancy.

Intense and ultrashort light pulses are ideal tools to explore ultrafast response of dielectric as their electric fields couple directly to the electrons. The attosecond laser pulses allow us to explore the structure of matter with unprecedented precision, analyze the physics dynamic process of electronic characteristics in atoms, molecules, and condensed states, and even directly manipulate electronic motion. When exposed to an ultrashort few-cycle pulse whose duration is less than the electron relaxation time, the dielectrics can withstand an electric field close to its critical field strength without physical damage. Among the few-cycle pulses, a single-cycle laser pulse provides the best circumstance for studying strong-field effects. Up to now, a single-cycle attosecond waveform has been experimentally realized [2]. The confinement of laser-matter interaction to a single wave cycle will permit accurate experiments of theories of ultrafast response of material under the strong field [3]. The single-cycle attosecond light pulses provide a unique method to control the energy transfer of optical materials in real time on the atomic scale by maximizing recoil collision energies and suppressing multiple recoil collision and related undesirable interference effects [33]. Based on these achievements, we here investigate theoretically the strong-field processes in cubic silicon carbide (3C-SiC) and the response process of 3C-SiC to attosecond pulses, which is extensively used in optoelectronics and the advanced microelectronics. The paper is organized as follows, Sec. II describes in brief the theoretical methods and the simulation details. The calculated results and discussion are presented in Sec. III. Finally, the conclusion is given in Sec. IV.

II. THEORETICAL METHOD

From a fundamental theoretical point of view, the interaction between laser pulse field and matter is a sophisticated physical process in which electrons, ions, and electromagnetic fields are coupled with each other on both coordinates of time and space. The description in terms of the light-matter interaction process was raised in various theoretical methods that have different spatiotemporal resolutions under different approximations. Among the various methods of describing the interaction between light and bulk materials, the popular method is based on the time-dependent density functional theory (TDDFT). There are two complementary approaches. The first is formulated in the frequency domain, which is mainly applied to the linear response of matter exposed to a weak light field. The second is solved in the time domain, which can as well describe the extremely nonlinear effects in the light-matter interaction under external intense light fields. Due to the complexity of the nonlinear coupling among light electromagnetic fields, electrons, and ions, possible consequences or phenomena have not yet been fully discovered. Generally speaking, the occurrence of the interaction of ultrashort laser pulse with bulk materials strongly depends on the waveform of laser cycles and various parameters of the bulk material following the excitation event, as the ultrafast dynamics is dominated by redistribution of electrons. Often, under different time and space scales, there are different levels of approximation for studying the light-matter interaction. A prominent example is in the case of pulse duration shorter than the characteristic timescale of energy transfer from electrons to ions, such kinds of pulses can excite electrons without affecting other parts of the atomic structure. Based on the specific problem at hand, a hierarchy of theoretical approaches should be considered. At the bottom level, the basic equation of TDDFT, i.e., the time-dependent Kohn-Sham (TDKS) equation, is solved in the time domain [34]. The approach at this level can describe the electron dynamics of bulk materials exposed to light fields. The next level of approximation is the coupling of Maxwell equations with the TDKS equation, which can simulate the propagation effect of pulses in bulk solid media [35], and therefore can describe the phenomenon of light-matter interaction both macroscopically and microscopically. At the third level of approximation, ion or lattice dynamics is introduced through the Ehrenfest molecular dynamics (MD) [36]. Throughout this paper, the Gaussian unit system of electromagnetic fields and atomic units $e = \hbar = m_e = 1$ are used unless stated otherwise.

In this paper we describe electron dynamics in a unit cell of a crystalline solid with the periodic boundary conditions under a time-dependent, spatially uniform vector potential, which is related to the external electric field $E(t) = -(1/c)\partial A(t)/\partial t$ where $c$ is the scalar speed of light in vacuum. The effective one-electron equation can be solved in the framework of TDDFT:

$$\frac{i\hbar}{\hbar}\frac{\partial \psi_i(r, t)}{\partial t} = \hat{H}_0 \psi_i(r, t).$$  

(1)
The Hamiltonian defined by
\[
\hat{H}_{ks} = \frac{1}{2m_e} \left[ -i\hbar \nabla + e A_{\text{tot}}(r,t) \right]^2 + V_{\text{tot}}(r,t),
\] (2)
with time-dependent total potentials
\[
A_{\text{tot}}(r,t) = A_{\text{ext}}(r,t) + A_{\text{ind}}(r,t),
\] (3)
\[
A_{\text{ind}}(t) = A_{\text{EM}}(t) + A_{\text{XC}}(t),
\] (4)
\[
V_{\text{tot}}(r,t) = V_{\text{ion}}(r,t) + \int d\mathbf{r}' \frac{\rho_i(r',t)}{|\mathbf{r} - \mathbf{r}'|} + V_{\text{XC}}(r,t),
\] (5)
where \( e \) is an elementary charge, \( m_e \) is the mass of an elementary charge, and \( \rho_i(r,t) = 2\sum_{\alpha} |\psi_{\alpha}(r,t)|^2 \) is the valence electron number density with the index \( \alpha \) running over the occupied one-electron orbitals \( \psi_{\alpha} \) which are spin distinguished, the factor of 2 indicates that each orbital is fully occupied. A time-dependent Bloch wave function \( \psi_{\alpha}(r,t) = e^{i\mathbf{k}_s \cdot \mathbf{r}} u_{\alpha}(r,t) \) is introduced since the Hamiltonian \( \hat{H}_{ks} \) in Eq. (1) has the same lattice periodicity at each time, \( n \) is the band index, the other index \( \mathbf{k} \) of the orbitals is the crystalline momentum which is discretized in the first Brillouin zone. The time evolution of the Bloch wave functions is calculated in practice. \( V_{\text{ion}}(r,t) \) denotes the interaction of valence electron and ionic cores described by a norm-conserving pseudopotential [37], and \( V_{\text{XC}}(r,t) \) is the exchange-correlation (XC) potential in the adiabatic approximation.

The induced potential \( A_{\text{ind}}(t) \) originates from the surface charging effect which corresponds to the longitudinal geometry [34,38,40]. The induced field is composed of the full electromagnetic potential \( A_{\text{EM}}(t) \) and that of the macroscopic exchange-correlation field \( A_{\text{XC}}(t) \), as introduced in Eq. (4) [41]. We choose the Weyl gauge condition. It should be noted that the macroscopic components of the exchange-correlation contribution will not be considered in our study. The full electromagnetic potential \( A_{\text{EM}}(r,t) \) satisfies the following equation [42]:
\[
\left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) A_{\text{EM}}(r,t) - \nabla [\nabla \cdot A_{\text{EM}}(r,t)] = - \frac{4\pi}{c} J(r,t),
\] (6)
\[
J(r,t) = -2e \sum_{\alpha} \text{Re}[\psi^*_{\alpha}(r,t) \mathbf{v} \psi_{\alpha}(r,t)],
\] (7)
with \( \mathbf{v} \) the velocity operator [43,44]
\[
\mathbf{v} = \frac{1}{\hbar} [\hat{p}, \hat{H}_{ks}].
\] (8)

In the microscopic scale of the unit cell, an approximation of a coarse graining by neglecting the spatial variation is applied. The \( A_{\text{EM}}(t) \) satisfies
\[
\frac{d^2 A_{\text{EM}}(t)}{dt^2} = 4\pi c J(t),
\] (9)
where \( J(t) \) is taken as an average of \( J(r,t) \) over the unit cell. In this paper we follow the pump-probe experiment to investigate the laser-matter interaction. The electron dynamics under a spatially uniform, time-dependent vector potential field is taken into account. The specific waveform [38] of the pump pulse laser are described using the following equation:
\[
E(t) = E_0 e^{-(t/t_F)^2} \left( 1 - \frac{2t^2}{t_F^2} \right),
\] (10)
where \( E_0 \) and \( t_F \) are the amplitude and duration with the corresponding central frequency \( \omega_0 = 2\pi/t_F \). It is worth noting that for ultrashort single-cycle pulses, the real central frequency will deviate. In atomic units (or, more precisely, in any Gaussian system of units), the relation between peak electric field and peak intensity is \( I_0 = c E_0^2/\pi \). In the actual simulation, the laser peak intensity mentioned refers to the intensity of the laser peak electric field inside the medium. The full pump pulse duration is defined as \( 6 \tau \). The wavelength is much longer than the size of the unit cell. The single-cycle laser pulse is powerful enough to drive strong-field processes. The probe laser having a step function envelope can be written in the form [34]
\[
A(t) = A_0 \theta(t - t_0),
\] (11)
where \( A_0 \) is the amplitude and \( t_0 \) is a certain instant of time. According to the response of 3C-SiC to the probe laser, one can extract the dielectric permittivity. The dynamic dielectric permittivity \( \varepsilon_{m,m}(\omega) \) (for the case of \( m = n \)) is defined as [38,44,45]
\[
\varepsilon_{m,m}(\omega) = \frac{E_{\text{ext},m}(\omega)}{E_{\text{tot},m}(\omega)},
\] (12)
where the terms \( E_{\text{ext},m}(\omega) \) and \( E_{\text{tot},m}(\omega) \) are external electric field and total electric field of probe laser, respectively, \( m \) and \( n \) indicate Cartesian component \( (m,n) = x,y,z \).

In the actual simulation there are two calculations that have to be done, pump-only and pump-probe calculation once. Then subtract “pump” influence on the induced component, leaving the response part of the system to “probe” only. The actual procedure can be expressed as
\[
\frac{d\varepsilon_{\text{ind}}(t)}{dt} = \frac{d\varepsilon_{\text{pump+probe}}(t)}{dt} - \frac{d\varepsilon_{\text{pump}}(t)}{dt},
\] (13)
It is noteworthy that the spatially uniform, time-dependent vector potential is related to the electric field by \( A(t) = -c \int_{-\infty}^t dt E(t') \). Therefore, Eq. (12) can be written with the Fourier transform at frequency \( \omega \):
\[
\frac{1}{\varepsilon_{m,m}(\omega)} = \int \frac{d\omega}{\varepsilon_{\text{tot},m}(\omega)} \frac{d\omega}{\varepsilon_{\text{ext},m}(\omega)} = 1 + \int \frac{d\omega}{\varepsilon_{\text{tot},m}(\omega)} \frac{d\omega}{\varepsilon_{\text{tot},m}(\omega)}.
\] (14)
The snapshot of the dielectric permittivity of the system at a certain time \( t_0 \) is determined by the formula
\[
\frac{1}{\varepsilon_{m,m}(\omega)} = 1 + \frac{1}{A_{0,m}} \int_{t_0}^{T_{\text{probe}}} dt e^{i\omega t} \frac{d\varepsilon_{\text{ind},m}(t)}{dt},
\] (15)
where \( \gamma \) is a damping factor, in numerical sense, \( \gamma \) can be used as a smearing parameter to simulate finite lifetime effects of the excitations. Thus, the peaks in the absorption spectrum obtain a limited width. The integration over time \( T_{\text{probe}} \) is over full pump laser duration. In the present work our simulations are partly carried out with OCTOPUS code (version
FIG. 1. (a) The three-dimensional structure of 3C-SiC. (b) The electronic band structure of 3C-SiC. (c) The electronic density of the state of 3C-SiC.

8.3) [46–48], which is a scientific program package specially designed to solve DFT and TDDFT problems.

III. RESULTS AND DISCUSSION

The wide band-gap semiconductor 3C-SiC has superior characteristics, such as stable structures, high electron mobility, saturated electron drift velocity, high corrosion resistance, favorable chemical inertness, and small neutron absorption cross section [49–53]. It will be very interesting to know the ultrafast response mechanism in 3C-SiC under an ultra-short single-cycle laser pulse irradiation. 3C-SiC belongs to face-centered cubic lattice, its primitive unit cell including one Si atom and one C atom with lattice parameter \(a = 5.85\) a.u., is shown in Fig. 1(a). The electronic band structure and density of states (DOS) are shown in Figs. 1(b) and 1(c). The calculation used a \(k\)-point mesh of 18 \(\times\) 18 \(\times\) 18, along with the Perdew-Burke-Ernzerhof (PBE-GGA) [54] exchange and correlation functional. The energy gap is 1.3 eV, corresponding well to the result on the AFLOW website [55].

Figure 2 shows the real and imaginary parts of the dielectric permittivity of ground state 3C-SiC. The inset is the imaginary part of the dielectric permittivity of the larger photon energy range. Red lines: The dielectric permittivity obtained by ELK code. Blue lines: The dielectric permittivity calculated by OCTOPUS code.

The calculation details for OCTOPUS code are as follows. The effective one-electron equation is solved in real time and real space. The orbital wave functions \(\psi_i\) are represented on a three-dimensional mesh of 20 \(\times\) 20 \(\times\) 20 grid points with spacing of 0.4 a.u. The number of \(k\) points in the Brillouin zone is taken as 16 \(\times\) 16 \(\times\) 16. The real-time propagation is performed with the enforced time reversal symmetry method [58] with a time step of 0.02 a.u. We have carefully examined the convergence of the results with respect to these parameters. The PBE-GGA functional is chosen here. In order to ensure the spectrum obtained through the Fourier transform has sufficient resolution, the time period \(T_{\text{probe}}\) of the probe laser used in our calculation is set to 200 a.u. A proper damping factor \(\gamma = 0.015\) is chosen for the subsequent study. Our calculations are in good agreement with the experimental values. At around 6 eV the dielectric permittivity of 3C-SiC shows a distinct shoulder which is related to the lowest direct interband transition.

In the following we will explore the safe parameter range for the energy absorption of each atom in 3C-SiC, i.e., the average energy absorbed by each atom which does not reach the damage threshold. The laser-material energy absorption per unit cell volume of \(\Omega\) can be defined by the difference between the electronic energy at an instant time \(t\) and at the ground state in the simulation. The absorbed energy is also equivalent to the work done by the applied external pump electric field \(E(t)\), determined by

\[
W(t) = \Omega \int_{-\infty}^{t} dt' E(t') \cdot J(t').
\]  

The damage threshold can be estimated by the critical criterion of energy or density [39,59], here the energy critical...
FIG. 3. The energy absorption of each atom in 3C-SiC crystal with various laser intensities and pulse durations is calculated. The single-cycle pulse is expressed as the Eq. (10). The top axis corresponds to the central frequency $\omega_0 = \frac{2\hbar}{\tau}$ of each laser pulse.

standard is adopted. The energy standard we adopted here will correspond to the vaporization of the material. The horizontal gray solid line in Fig. 3 denotes the average cohesive energy value 6.84 eV of per atom of 3C-SiC calculated by ELK code [60]. The experimental value is 6.34 eV obtained from Jiang et al. [61]. The energy absorption of each atom is defined as $E_{\text{atom}} = \lim_{t \to \infty} W(t)/n_{\text{atom}}$, where $n_{\text{atom}}$ is the total number of atoms in the unit cell. One expects an ultrashort laser pulse would lead to fascinating physical phenomena. We use a single-cycle laser waveform expressed as Eq. (10) to simulate a single-cycle ultrashort pulse laser. Figure 3 shows how the pulse peak intensity and duration influence the electron dynamics. Inspecting Fig. 3, one finds that the average energy absorbed by each atom of 3C-SiC exceeds the cohesive energy value when the laser has peak intensity $I = 5 \times 10^{15}$ W/cm$^2$ and full pulse duration $T = 0.4-0.6$ fs. Particularly, one finds a relatively large region of parameters allowing for zero damage. At longer pulse duration, the safe parameters depend on the intensity rather than pulse duration. Besides, one can figure out how the absorption rate depends on pulse duration and central frequency, as shown in Fig. 4. The total energy of laser pulse can be estimated by $\sum E_{\text{atom}}^2$, therefore, the absorption rate can be given by $A_{\text{abs}} \propto E_{\text{atom}}/\sum$. Obviously the absorption rate shows a peak position at $T = 0.45$ fs, which is consistent with the peak position in Fig. 3.

Figure 5 further displays a series of energy transfer with a variety of full pulse duration $T$ from a single-cycle ultrashort pulse laser to 3C-SiC crystal, which is helpful to analyze the dependence of energy transfer on ultrashort pulse laser intensity. When the full pulse duration is $T < 2$ fs, $E_{\text{atom}}$ curves are linear with respect to increasing peak laser intensity, and the $E_{\text{atom}}$ curves are parallel to each other. When the full pulse duration is $T > 2.9$ fs, the $E_{\text{atom}}$ curves are no longer parallel to the energy absorption curves above and change substantially.

By comparing the energy transfer shown in Figs. 3 and 5, it is found that $W(t)$ always keeps the maximum value at $T = 0.45$ fs. To explain the maximum energy absorption appearing in Figs. 3 and 5, we illustrate the time-dependent energy transfer $W(t)$, electric current density $j(t)$, and charge transfer $Q(t)$ with various attosecond pulse duration in Fig. 6, which is compared with that under femtosecond laser pulse (for the case of 2.9 fs). The curve of the external laser field is added to each panel (gray solid line) for the phase comparison. Taking the case of $I_1 = 1 \times 10^{15}$ W/cm$^2$ as an example, we can observe that $W(t)$ increases synchronously with the laser field until the pulse reaches its peak intensity. However, when $T = 0.1$ and 2.9 fs, an obvious reverse energy flow is observed at the trailing edge of the laser field, especially at $T = 2.9$ fs.
which is an inherent result of some of the energy being transferred back to the radiation field. The periodic excitation and deexcitation in Figs. 6(a1)–6(a5) are mainly due to the interaction of virtual excitation [62] as they largely represent distortions of initial electronic states. Figures 6(a1)–6(a5) show that \( W(t) \) obtained under different peak laser intensities are completely coincident after being multiplied by a certain scale factor [for the case of \( I_1 = 1 \times 10^{14} \) W/cm\(^2\) \( W(t) \) is multiplied by 10 and for the case of \( I_2 = 5 \times 10^{14} \) W/cm\(^2\) \( W(t) \) is multiplied by 2].

Three types of dynamic response in and out of resonance in electric current are observed. Figures 6(b1)–6(b2) display a positive detuning from the resonance, Fig. 6(b3) shows a resonant excitation profile, and Figs. 6(b4) and 6(b5) show negative detuning from the resonance, respectively. Figures 6(b1), 6(b2), and 6(b3) indicate that \( j(t) \) shows a significant \( \pi/2 \) phase shift relative to the laser pulse at peak time. This indicates that a nondissipative response has occurred. Figure 6(b3) denotes that when \( T = 0.45 \) fs, the phase of \( j(t) \) coincides with the phase of the drive pulse at peak time. Because resonance occurs between the frequency of the external laser field and the natural frequency of the material. Figures 6(b1)–6(b5) display that \( j(t) \) calculated with various intensities is exactly matched with each other after being multiplied by a certain scale factor [for the case of \( I_1 = 1 \times 10^{14} \) W/cm\(^2\) \( j(t) \) is multiplied by \( \sqrt{10} \) and for the case of \( I_2 = 5 \times 10^{14} \) W/cm\(^2\) \( j(t) \) is multiplied by \( \sqrt{2} \)].

The electron dynamics in an intense optical pulse field shows high frequency Bloch oscillations, which is visible in the calculated electric current density \( j(t) \), corresponding to strong modification of intraband electron dynamics.

The charge transfer \( Q(t) \) along the laser polarization are shown in Figs. 6(c1)–6(c5) together with the electric field of the laser pulse. The transferred charge is one of the characteristics of light-matter interaction, which is calculated from \( Q(t) = \Omega \int_{\infty}^{t} j(t') dt' \). The calculated \( Q(t) \) with various intensities exactly matches with each other after being multiplied by a certain scale factor [for the case of \( I_1 = 1 \times 10^{14} \) W/cm\(^2\) \( Q(t) \) is multiplied by \( \sqrt{10} \) and for the case of \( I_2 = 5 \times 10^{14} \) W/cm\(^2\) \( Q(t) \) is multiplied by \( \sqrt{2} \)]. Meanwhile, the transferred charge \( Q(t) \) is related to the direction of the pulse-field maximum, and \( Q(t) \) gradually conforms to the electric field curve with the increase of pulse duration. The pulse-field maximum is positive, pointing in the positive direction of the \( z \) axis. An interesting property of the transferred charge is the change of its sign with increasing pulse duration. While at small pulse duration 0.1, 0.2, and 0.45 fs, the total transferred charge is positive, namely, the charge is transferred in the direction coincident to the direction of the pulse-field maximum, at large pulse duration 0.6 and 2.9 fs, the total transferred charge is negative, the charge is transferred in the direction opposite to the direction of the pulse-field maximum. For dielectrics, the total transferred charge is positive, while for metals, the total transferred charge is negative [63]. The system excited by small pulse duration shows a dielectric response, the system excited by large pulse duration shows a metal response. This is consistent with the change in the dielectric permittivity as shown in Fig. 12 below. The most interesting result of combining excitation and laser-driven motion is that this may result in a nonzero charge \( Q(t) \) transferred by a laser pulse, which represents finite interband transitions. The finite interband transitions...
FIG. 7. (a1) The calculated electronic density of the state of 3C-SiC. (a2)–(a6) The difference of occupation (DOO) number between the ground state and the excited state after the laser pulse.

would lead to a finite residual polarization of the electron system.

In this part we shortly highlight the mechanism of optical and electric control methodologies to ultrashort laser control of ultrafast processes with an emphasis on processing of dielectrics on the femtosecond and attosecond scale. We examine in more detail the distribution of electrons and holes in the excitation. Figure 7(a1) shows the calculated static electronic density of the state in 3C-SiC as a function of energy. The calculation of DOO is performed by real-time propagation of the electron occupation number, as implemented in the SALMON code [64,65]. DOO means the difference of occupation number between the ground state and the excited state after the laser pulse ends. The number of \( k \) points in the Brillouin zone is taken as \( 12 \times 12 \times 12 \). The grid spacing of the Cartesian coordinate system is set to \( 16 \times 16 \times 16 \). The calculation in SALMON uses the same XC potential PBE-GGA and laser wave packet as OCTOPUS. The vertical dashed line represents the Fermi level. This is clearly visible in Figs. 7(a2)–7(a6), where the distribution in the final state for the three pulse intensities is shown by red solid lines \( (I_1 = 1 \times 10^{15} \text{ W/cm}^2) \), green dashed lines \( (I_2 = 5 \times 10^{14} \text{ W/cm}^2) \), and blue dotted lines \( (I_3 = 1 \times 10^{14} \text{ W/cm}^2) \). With the increase of the full pulse duration from 0.1 to 2.9 fs (for five frequencies beyond the gap as shown in Fig. 8), the variation range of DOO on the horizontal axis becomes narrower. Because the monochromaticity of the laser becomes stronger with the increase of full pulse duration. One can see a progression of distributions with the full pulse duration 0.45 fs exciting much deeper levels than the other pulses. This agrees with the increase in the real part of the dielectric permittivity, as shown in Fig. 12. The reason is that the laser frequency is consistent with the intrinsic frequency of 3C-SiC, the material absorbs the more energy and the dielectric permittivity changes more dramatically, as shown in Figs. 5 and 12. This implies that the determination of the distribution of electrons and holes is particularly suitable for explanation of ultrafast responses of ultrashort pulses and the character of the distribution does not depend strongly on the pulse intensity. Figures 7(a2)–7(a3) show that DOOs obtained under different peak laser intensities are completely coincident after being multiplied by a certain scale factor (for the case of \( I_3 = 1 \times 10^{14} \text{ W/cm}^2 \) DOO is multiplied by 10 and for the case of \( I_2 = 5 \times 10^{14} \text{ W/cm}^2 \) DOO is multiplied by 2), while DOOs are not coincident with each other after being multiplied by a certain scale factor when the laser pulse becomes longer. This implies that the linear phenomenon is more obvious at the attosecond scale. The linear dependence of DOO on the peak intensity of the attosecond pulse is fully justified, because even with a very intense attosecond pulse light, the photon number density at each frequency involved in such a pulse is not a large value due to its broadband spectra, as seen in Fig. 8. The absorption energy of the interaction between ultrashort attosecond pulses and matter and the linear increase of DOO with the peak laser intensities of the pulses come from the fact that the photon number density of the attosecond pulse is less than that of a long pulse with the same peak laser intensities. On the one hand, because the photon number density of each frequency contained in the attosecond pulse is very small, the interaction between attosecond pulse light and matter shows the single-photon linear response behavior with the pulse intensity below \( 10^{16} \text{ W/cm}^2 \). On the
other hand, because the attosecond light pulse has a wide spectral band of photons, different combinations of quantum pathway can have dynamical interferences \cite{66,67}. The final occupation number of electron states is determined by the dynamic interference of the different quantum pathways. The dynamic interference can be constructive or destructive. By introducing dynamical interferences, it is possible to alter the classical linear response behavior, for example, the dark light introducing dynamical interferences, it is possible to alter the linear response mechanism, in order to be different from the traditional linear response mechanism.

To discuss the above points further, we show $|E(\omega)|^2 = \int dt E(t)e^{i\omega t} e^{i\omega t}$ in Fig. 8, which is proportional to the photon number density $N_{\text{photon}}(\omega) = \frac{c}{2\pi} |E(\omega)|^2 / h\omega$. For the purposes of this study it is important to emphasize that the shorter the pulse duration, the wider the photon band, and the less the photon number density of the same frequency. Under the action of the femtosecond laser pulse, 3C-SiC can absorb multiple photons of the same frequency at one time, so the energy absorption curve shows a nonlinear absorption phenomenon. The attosecond pulse consists of a wide energy range of photons, the absorbed energy is the average of the single-photon absorption processes for different frequencies, thus it illustrates a linear phenomenon as shown in Fig. 5. This kind of behavior is clearly different from multiphoton absorption behavior under the action of the traditional long-pulsed strong field in which electrons absorb multiple photons of the same frequency at the same time. In short, although the peak laser intensities of the attosecond pulses in the time domain can be very intense, the photon number density of each frequency contained in the frequency domain is not large, which is the reason why the interaction between attosecond pulses and matter exhibits linear characteristics in energy absorption and DOO map.

From a linear response point of view, the absorbed energy can be expressed as

$$A_{LR}(t) \propto \int |E(\omega)|^2 \omega \text{Im} e(\omega) d\omega,$$

where the $\text{Im} e(\omega)$ is the imaginary part of the dielectric permittivity of ground state 3C-SiC. A comparison of the results of our computational simulation with those of the linear absorption equation is shown in Fig. 9. The deviation between our computational simulation and linear absorption equation indicates that there is indeed an uncommon absorption behavior when 3C-SiC interacts with attosecond pulses, which corresponds to the linear dynamic interference response mechanism. It should be noted that we consider attosecond-long laser pulses, for which the duration of the pulse is less than the electron scattering time. For such a short pulse, the electron dynamics is coherent. The broadening of photon spectral band promises a much higher degree of attainable quantum interference effects because all pathways involving different frequency photons become accessible simultaneously, this laid the foundation of lightwave electronics \cite{68} based on attosecond pulses. The uncommon absorption behavior is the result of the interference effect between various transition channels when attosecond pulse irradiates 3C-SiC.

Another characteristic of electron dynamics in the time-dependent electric field of the laser pulse is the excited electron number between the conduction and valence band. The definition of the excited electron number in this paper is based on the projections of the time evolved wave functions on the ground state wave functions. The number of excited electrons is shown in Fig. 10 for different pulse durations together with the corresponding electric field of laser pulses (gray solid line). The excited electrons after the pulse ends are large and are sensitive to the pulse durations. Obviously the electron system does not return to its original state after the pulse ends, i.e., the time-dependent excited electrons indicate that the electron dynamics is irreversible. Another feature is the phase shift between the excited electron number and the electric field. The maxima of excited electron number corresponds to the moment when the electric field is zero. The phase shift is due to strong dependence of the interband coupling on the wave vector. Irreversible dynamics of electron system and phase shift persist at all pulse durations as a result of the interband transitions which is consistent with the facts revealed by electrons charge transfer.

The electron density difference on the plane with Miller indices (1 0 0) and 0.75a distance from origin through the unit cell is shown in Fig. 11. The electron density difference is defined by the difference between the electron density at an instant time $t$ with respect to the ground state electron density. The particle-hole excitation changes the occupation probabilities in the final state, affecting the electron density distribution. Figures 11(a)–11(d) display the change of electron density in the final state after laser pulses with different pulse duration. There is one special state which corresponds to the case of resonant excitation in Fig. 11(b) where electron density changes most from that in the ground state, the number of excited electrons is also the highest [Fig. 10(b)]. The other three are the positive detuning excitation and negative
FIG. 10. Time-dependent excited electrons (blue solid lines) and the corresponding time-dependent electric field of the laser pulse (gray solid lines) at the peak laser intensity $I = 1 \times 10^{15}$ W/cm$^2$ are shown. The polarization of the pulse is along axis $z$.

detuning excitation from the resonance as shown in Figs. 11(a), 11(c), and 11(d), respectively. The effect is much bigger in Fig. 11(b) because the difference of occupation number between the ground state and the excited state after the laser pulse changed more dramatically as illustrated in Fig. 7(a4).

In order to study the effect of attosecond and femtosecond laser pulses on the dielectric response of 3C-SiC, we calculated the dielectric permittivity of excited 3C-SiC as shown in Fig. 12. The spectra in Fig. 12 show the dielectric permittivity of 3C-SiC excited by single-cycle ultrashort laser pulses with various pulse durations. For comparison, the real and imaginary parts of dielectric permittivity of the ground state are added to the top panel of Fig. 12 marked with a gray solid line. One can observe that when the full laser pulse duration $T = 0.1$ fs, the dielectric permittivity of excited 3C-SiC is consistent with the ground state. As the pulse duration gradually increases to femtosecond order, the change of dielectric permittivity also becomes dramatical. At $T = 0.45$ fs, the dielectric permittivity changes most sharply, which is consistent with the point where 3C-SiC absorbs the most energy as shown in Figs. 3–5. Figure 12 shows that when laser full pulse duration $T = 0.2$, 0.45, 0.6, and 2.9 fs, the dielectric permittivities along direction either parallel (red solid line, along the $x$ axis) or perpendicular (blue short dashed line, along the $z$ axis) to the polarization direction of the pump single-cycle ultrashort pulse are different, which means that isotropic 3C-SiC is regulated to be an anisotropic material. The peak of optical absorption parallel to the polarization direction of the pump laser pulse is shifted to the red parts of the spectrum (red solid line) and the optical absorption peak in the other direction has a slight blueshift (blue short dashed line) as displayed in Fig. 12(b4), while...
FIG. 12. The real and imaginary parts of dielectric permittivity of excited 3C-SiC induced by the single-cycle ultrashort laser pulses with frequency of $\tau = 0.69$ a.u., $\tau = 1.38$ a.u., $\tau = 3.1$ a.u., $\tau = 4.14$ a.u., and $\tau = 20$ a.u., full duration of $6\tau$, and peak laser intensity $I = 1 \times 10^{15}$ W/cm$^2$. The gray solid lines display the dielectric permittivity in the ground state and excited dielectric permittivity denoted in the direction either parallel (red solid line) or perpendicular (blue short dashed line) to the polarization direction of the pump laser pulses.

with the increase of the full pulse duration to $T = 2.9$ fs, the optical absorption shows a blueshift of the spectrum in both directions, as displayed in Fig. 12(b5). In the red spectral region, the real parts of dielectric permittivity are negative at low optical frequencies (Fig. 12(a5)), which is characteristic of metals (strong absorption and negative permittivity at low optical frequencies). This is the metallization effect [69]. This metallization effect manifests itself by a dramatic change in the dielectric properties of the system, which begin to resemble those of metals. In particular, plasmonic phenomena emerge which is also shown in Fig. 13, as discussed later. A stronger low-frequency absorption takes place, which signifies a more developed metallization. The metallization will cause high values of the permittivity and, consequently, bring about the plasmonic behavior of the system. This will open up the field of new dielectric systems with a great deal of new phenomena possible. One potential application is an ultrafast field-effect transistor in which an ultrashort pulse controls a dielectric gate.

As shown in Fig. 12(b1)), 3C-SiC has a stronger absorption around 5–10 eV. Furthermore, as seen in Fig. 8, the longer pulse has a larger component in the range of 5–10 eV. Hence, the longer pulse has more resonant photons for 3C-SiC, resulting in a strong laser-solid interaction. Given the relation of the photon energy and the resonance of electronic systems, from the linear response point of view, the closer the absorption peak of solid is to the photon number peak of laser pulse, the stronger the interaction between laser and matter. However, our results show that the laser-matter interaction, including the highest absorption peak (Fig. 3), the most dramatic DOO (Fig. 7), the highest excited electrons number (Fig. 10), and the most obvious electron density difference (Fig. 11), is most obvious when the phase of applied laser field (gray solid lines in Fig. 6) is consistent with the phase of calculated electric current density. This is indeed an uncommon absorption behavior which is different from the traditional linear phenomenon.

As we know, reflectivity and absorption coefficient is a bridge connecting calculated simulation and experiment. The energy-dependent reflectivity $R(\omega)$ can be evaluated by the equation

$$ R(\omega) = \left| \frac{\sqrt{\varepsilon_i} - 1}{\sqrt{\varepsilon_i} + 1} \right|^2. $$

(18)

The absorption coefficient $\alpha(\omega)$ can be obtained by equation

$$ \alpha(\omega) = \frac{2\kappa(\omega)}{c}, $$

(19)

where $\kappa(\omega)$ is the extinction coefficient, which can be derived from $\varepsilon(\omega)$: $\kappa(\omega) = \sqrt{[\varepsilon_i - \text{Re}[\varepsilon_i]]^2}$, $i = ||$ or $\perp$, and $\varepsilon_i$ is the components of the real parts of dielectric permit-
tivity which is parallel or perpendicular to the polarization direction of the pump laser pulse. Figure 13 shows the energy-dependent reflectivity $R(\omega)$ (left panel) and absorption coefficient $\alpha(\omega)$ (right panel) of 3C-SiC irradiated by femtosecond and attosecond laser pulses. $R_x(\alpha_x)$ and $R_z(\alpha_z)$ are the energy-dependent reflectivity (absorption coefficient) that are either parallel or perpendicular to the polarization direction of the pump laser pulse. Under the irradiation of strong ultrashort laser pulses, the energy-dependent reflectivity and absorption coefficient of 3C-SiC would be dramatically modified as the consequence of the high density of carriers generation. The high-density carriers are mainly composed of conduction band electrons whose behavior is like free electrons. The conduction band electrons can change the reflectivity and absorption coefficient by absorbing and reflecting the laser pulse. Besides, the generation of conduction band electrons leads the material to absorb energy through the inverse Bremsstrahlung course, which resulted in the change in dielectric permittivity as shown in Fig. 12. The different manifestations of $R_x(\alpha_x)$ and $R_z(\alpha_z)$ demonstrate that isotropic 3C-SiC has been manipulated to an anisotropic material, similar to the case of dielectric permittivity. The plasmon oscillation frequency $\omega_p$ is defined by [70] $\omega_p = \sqrt{\frac{\rho e^2}{\epsilon_0 m_e}}$, where $\epsilon_0$ is the permittivity of vacuum. The corresponding electron density is the critical electron density $\rho_{ct}$ and $\rho_{ct} = m_e \epsilon_0 \omega_0^2 / e^2$ when $\omega_p = \omega_0$. When the free carrier density comes up to the plasma frequency equal to the ultrashort laser pulse frequency, the plasma absorption for the laser becomes efficient. According to Drude model, when sufficient electrons in the 3C-SiC crystal are excited, the high excited state surface of 3C-SiC displays the metallic behavior, i.e., high reflectivity and high absorption coefficient, as shown in Fig. 13.

IV. CONCLUSION

In summary, as is well known, it is the electronic state that determines all optical properties of a solid media. A quantitative understanding at the cutting-edge, first-principles theoretical level of how electron dynamics proceed in completely new regimes of intense attosecond pulse light parameters, and in particular of the role of the intense attosecond pulse light, will be critical for applications such as attosecond photonic devices. In this paper, taking 3C-SiC as a concrete example, we theoretically investigate the fundamental strong-field and attosecond response processes in wide band-gap solids using first-principle approaches by a combination of findings: (i) There is an uncommon response mechanism which we referred to as the linear dynamic interference response mechanism. A typical manifestation of this response mechanism is the energy transfer from intense external light field to matter. Interestingly enough, there are three types of energy transfer in the interaction of solid and attosecond laser pulse, including one resonance case and two nonresonance cases. (ii) The attosecond pulses can effectively manipulate the electric and optical properties of bulk solid materials. The study of the charge transfer controlled by a single-cycle attosecond laser field potentially opens attractive avenues for electron manipulation and growing demands of faster signal processing on the attosecond timescale using wide-band gap dielectric materials, in particular, for the creation of a field-effect transistor controlled by light electric field in the petahertz domain. Using an attosecond pump pulse to dynamically modulate dielectric permittivity of an optical medium offers additional flexibility in controlling the signal light propagation and may open fascinating avenues for all-optical signal processing.

In addition, an important characteristic parameter of the attosecond laser pulse is the duration of its waveform cycle, which is much shorter than the typical carrier scattering time in crystalline solids, therefore, the coherence is maintained greatly during the entire interaction with the attosecond light field. In particular, a coherence transfer from light to materials occurring on the attosecond timescale became critical, leading to the linear dynamic interference response mechanism. As a final note, while on the one hand a good understanding of this type of research is essential since it can provide important insights into the complex light-matter interaction in previously unexplored regimes of parameters where electron correlation, collective effects, and matter characteristics play a key role, on the other hand, this research also could help us to have a detailed understanding of the mechanism of applications in designing devices of attosecond science and technology. Thus, this deserves to be investigated both theoretically and experimentally.
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