Generation of quasi-monoenergetic electron beams with small normalized divergences angle from a 2 TW laser facility
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Abstract: We report the generation of a 6 pC, 23 MeV electron bunch with the energy spread ± 3.5% by using 2 TW, 80 fs high contrast laser pulses interacting with helium gas targets. Within the optimized experimental condition, we obtained quasi-monoenergetic electron beam with an ultra-small normalized divergence angle of 92 mrad, which is at least 5 times smaller than the previous LPA-produced bunches. We suggest the significant decrease of the normalized divergence angles is due to smooth transfer from SM-LWFA to LWFA. Since the beam size in LPA is typically small, this observation may explore a simple way to generate ultralow normalized emittance electron bunches by using small-power but high-repetition-rate laser facilities.
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1. Introduction

One crucial requirement for realizing next-generation synchrotron light sources, colliders and linac-based free-electron lasers (FELs) is high brightness electron sources that possess extremely high-peak current and small normalized emittance. This is a tremendous challenge to traditional electron guns due to their relatively low accelerating gradient and strong bunch self-field interaction. Plasmas, however, can tolerate as high as 100 GV/m electric fields which is at least 3 orders of magnitude higher than radio-frequency (RF) cavities. Therefore laser plasma accelerators (LPA) can effectively damp the space charge instabilities and produce femtosecond electron bunches with micrometer size. After Tajima and Dawson first...
proposed the laser wakefield accelerator (LWFA) [1], this research has witnessed tremendous progress, especially after the generation of quasi-monoenergetic electron beams [2–4]. Up to 3 GeV electron beams were reported by several teams [5–9]. One important mechanism responsible for generating well-collimated quasi-monoenergetic electron beams is so-called bubble/blowout acceleration, which requires ultra-short (cτ~λp) and ultra-intense (I>10^{19} W/cm^2) laser pulses [10, 11]. It has been proved that the electron injection and acceleration process can be very stable under this mechanism which helps to reduce the beam geometric divergence angle. Another mechanism to generate quasi-monoenergetic electron bunches is self-modulated laser wakefield acceleration (SM-LWFA) which works with longer laser pulses and higher plasma densities [12–16]. It can produce a relatively small accelerating structure and provide large focusing forces, making it possible to further diminish the bunch size. Some recent experiments have demonstrated the probabilities of generating tens MeV quasi-monoenergetic electron beams by using several TW sub-hundred femtosecond laser pulses [17–21].

As one of the most important parameters in the conventional acceleration domain, the normalized emittance of the electron beam has been investigated by several groups in recent LPA experiments [22, 23]. It is defined as the volume occupied by the electron beam in the phase space times the electron energy and can be roughly estimated by ε_{nx,ny} = π · (γ · θ_{x,y} · σ_{x,y}), where γ is the Lorenz factor, σ_{x,y} and θ_{x,y} are the transverse rms beam size and the beam divergence angle, respectively. The product of γ and θ_{x,y} is called the normalized divergence angle (NDA) θ_{nx,ny}. Since the beam size in LPA is relatively small, minimizing the NDA is crucial for the generation of ultra-low emittance electron bunches. In the previous LPA experiments [2–9, 13–24], θ_{nx,ny} were hardly less than 500 mrad.

Here we present the generation of well-collimated quasi-monoenergetic electron bunches from a 2 TW, 80 fs, high-contrast laser facility. In contrast to the former LPA experiments using similar laser facilities, we chose a lower density to increase injection stabilities and effective acceleration length. By this simple method, a 23 ± 0.8 MeV quasi-monoenergetic electron beam with an ultra-small NDA of 92 mrad is produced, which is at least 5 times smaller than the previous published results.

2. Experimental setup

Our experiments were carried out on the XL-II Ti: sapphire laser facility at the Institute of Physics, Chinese Academy of Sciences. The 800 nm-wavelength p-polarized laser pulses are compressed to produce 80 fs, 160 mJ pulses on the target. The amplified spontaneous emission (ASE) contrast ratio was around 10^8 within the time scale of ten picoseconds. As shown in Fig. 1, the laser beam was focused by a gold-coated off-axis parabolic (OAP) mirror in an f/6 cone angle into a spot size of 8 μm at half maximum full width (FWHM), containing 35% of the laser power. The vacuum-focused laser intensities were 2.7 × 10^{18} W/cm^2, corresponding to the normalized vector potential a_0 = 1.1. The Rayleigh length Z_R is estimated to be 180 μm. The gas jet was generated by a pulsed slit-shaped (1.2 mm long and 10 mm wide) supersonic Laval nozzle [24]. The gas we used was helium.
3. Results

In the current experiment, the ASE contrast was found to be a very important parameter for electron acceleration. No collimated electron bunches were observed if the contrast was lower than $10^6$. On the other hand, when the contrast was higher than $10^7$, well-collimated quasi-monoenergetic electron bunches were obtained after scanning the nozzle position and backpressure carefully. Obviously, high-contrast guarantees that the 2 TW laser pulse interacts with plasmas of pre-determined and fixed density as opposed to an evolving plasma density as in the case of low-contrast. Well self-focus is one of the necessary conditions for the generation of the quasi-monoenergetic beam. When quasi-monoenergetic electrons were generated, as shown in Figs. 2(a) and 2(b), long and narrow plasma channels were observed via topview and shadow view images. The laser beam propagates about 1 mm (~5 Rayleigh lengths) in the plasma without obvious diffraction. This indicates that the laser is well self-guided in the experiment which is consistent with the theoretical estimation: $P > P_c = 17 \times (n_i/n_e) \text{ GW} = 1.7 \text{ TW}$, provided the plasma density is $0.01n_c$, where $P_c$ is the critical laser power for relativistic self-guide in plasma, $n_e = m_e \omega^2/4\pi e^2$ is the critical density for propagation of the laser in the plasma, $n_c$ is the plasma density, $m_e$ and $e$ are the electron rest mass and charge, respectively.
Fig. 2. Experiment results: typical top-view and shadow-view images are showed in (a) and (b), respectively. Pressure-dependent plasma densities are calculated from the corresponding transmitted light spectrum and presented in (c). Quasi-monoenergetic beams can only be generated in backing pressure between the red dashed lines in (c). Electron beam profile obtained on an 18 µm Al foil wrapped phosphor screen and spectra obtained after the dispersive magnet are shown in (d) and (e), respectively.

As shown in Fig. 1, a strong experimental confirmation of Raman Forward Scattering and self-modulation can be found in the transmitted light spectra [25]. The Stokes peak was not as clear as the anti-Stokes peak because the pellicle we used had a much higher reflectivity for high-frequency light (λ ≤ 780 nm) than low-frequency light (λ ≥ 820 nm). However, the plasma density can be calculated by taking: ωp = ω0 ± Δω and ne = m_eω_p^2/4πe^2, where ω_p and ω_0 are electron plasma frequency and laser frequency, respectively. At relativistic intensities, the plasma frequency is reduced by a factor of γ^{1/2}, where γ = (1 + a_0^2/2)^1/2. As shown in Fig. 2(c), the plasma density varies from 4.8 × 10^{18} cm^{-3} to 2.8 × 10^{19} cm^{-3}, corresponding to the backpressure changing from 1 MPa to 6.5 MPa. When the pressure was lower than 4.5 MPa, no electron bunches could be observed in the experiments. When the backing pressure was higher than 5.5 MPa, electron bunches with extremely large divergence angles appeared. In these two cases, we didn’t observe any electron bunches with the geometric divergence angles less than 15 mrad with >1000 shots. By comparison, well-collimated electron bunches with the divergence angle less than 5 mrad could be generated stably when the pressure was between 4.5 and 5.5 MPa. Figure 3 shows the statistics of divergence angles of the consecutive 9 shots for the optimized pressure (5.0 MPa) and higher pressure (6.5 MPa), respectively. For P = 5.0 MPa, all the beams’ divergence angles were less than 5 mrad, while for P = 6.5 MPa, the beam divergence angles were between 30 to 100 mrad. Comparing with Figs. 3(b) and 3(c), we can easily conclude that the injection and acceleration process is more...
stable for the optimized pressure, which improves the electron beam’s energy spread and transverse divergence angles. This implies that the injection and acceleration process is more stable in the optimized conditions with the plasma density between $1.6 \times 10^{19}$–$2.1 \times 10^{19}$ cm$^{-3}$.

![Graph showing electron beam divergence angles for 5.0 MPa and 6.5 MPa pressures.](image)

Fig. 3. (a) Electron beam divergence angles for the pressure equals 5.0 MPa (blue triangle) and 6.5 MPa, respectively. For each pressure, we select 9 consecutive shots. Typical images for electron beam profile were presented for the pressure equals 5.0 MPa (b) and 6.5 MPa (c), respectively.

A typical electron beam profile and energy spectrum are presented in Figs. 2(d) and 2(e). As shown in Fig. 2(d), the beam is intense and well-collimated. After calibration, the FWHM beam divergence $\theta_{x,y} = 2$ mrad. From Fig. 2(e) we derive that the electron bunch is quasi-monoenergetic with an energy of $23 \pm 0.8$ MeV (about 7% in FWHM) and the bunch charge about 6 pC. The vertical beam divergence is also 2 mrad which agrees well with the beam profile measurement in Fig. 2(d). Hence, the transverse NDA in our experiment was about 92 mrad.

We compare our results to some previous reported LPA experiments and Table 1 presents the preliminary results:

<table>
<thead>
<tr>
<th>Ref. #</th>
<th>Laser Power (TW)</th>
<th>$\theta_{x,y}$ (mrad)</th>
<th>$\gamma$</th>
<th>$\theta_{nx,ny} = \gamma \theta_{x,y}$ (mrad)</th>
<th>$\Delta E/E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>This work</td>
<td>2</td>
<td>2</td>
<td>46</td>
<td>92</td>
<td>$\pm 3.5%$</td>
</tr>
<tr>
<td>[2]</td>
<td>12.5</td>
<td>87</td>
<td>150</td>
<td>10350</td>
<td>$\pm 3%$</td>
</tr>
<tr>
<td>[3]</td>
<td>9</td>
<td>3</td>
<td>170</td>
<td>510</td>
<td>$\pm 2%$</td>
</tr>
<tr>
<td>[4]</td>
<td>30</td>
<td>10</td>
<td>340</td>
<td>3400</td>
<td>$\pm 12%$</td>
</tr>
<tr>
<td>[5]</td>
<td>40</td>
<td>2</td>
<td>2000</td>
<td>4000</td>
<td>$\pm 2.5%$</td>
</tr>
<tr>
<td>[7]</td>
<td>200</td>
<td>4</td>
<td>1600</td>
<td>6400</td>
<td>$\geq \pm 20%$</td>
</tr>
<tr>
<td>[8]</td>
<td>1100</td>
<td>0.5</td>
<td>3600</td>
<td>1800</td>
<td>$\pm 2.4%$</td>
</tr>
<tr>
<td>[18]</td>
<td>2</td>
<td>40</td>
<td>14</td>
<td>560</td>
<td>$\geq \pm 15%$</td>
</tr>
<tr>
<td>[20]</td>
<td>7.5</td>
<td>10</td>
<td>94</td>
<td>940</td>
<td>$\pm 4.3%$</td>
</tr>
</tbody>
</table>

As seen in Table 1, the NDA in our experiment is at least 5 times smaller than previous reports. If we assume $\sigma_{x,y}$ is about 2 µm as predicted in the following simulation, the normalized beam emittance is estimated to be less than $0.1\pi$ mm mrad, which approaches or
even exceeds the most advanced electron guns’ performance in the traditional accelerator domain [26].

4. Simulations and discussions

For further understanding of these experimental results, we carried out numerical simulations by using the 2-D PIC program OOPIC (Object Oriented Particle-in-Cell) [27]. In our simulations, the laser propagated along the x-direction with peak intensity $I_0 = 1 \times 10^{19}$ W/cm$^2$, pulse duration $\tau = 80$ fs, wavelength $\lambda = 800$ nm and focal spot diameter $d_{\text{FWHM}} = 8 \mu$m. The simulation box was 100 $\mu$m in the x-direction and 60 $\mu$m in the y-direction and meshed into $2500 \times 150$ cells. Moving window technique was adopted and launched at the time of $0.95 \cdot L_x/c$, where $L_x$ is the length of the simulation box in x direction and $c$ is the speed of light in vacuum, respectively. The total simulation length was 1 mm. We fixed the laser condition, scanned the plasma density and compared simulation and experimental results. Figure 4 reveals the evolution of the laser pulse and the resulting electron density distribution when the initial uniform plasma density is $1.74 \times 10^{19}$ cm$^{-3}$.

At the beginning, as presented in Figs. 4(a), 4(b), 4(e) and 3(f), we see the laser pulse propagates in the plasma, the transverse ponderomotive force pushes the near-axis electrons away and produces a high-density electron sheath around and behind the laser pulse (Figs. 4(a) and 4(b)). At the same time, obvious self-focusing of the laser pulse is occurring (Figs. 4(e) and 4(f)).

Next, a transition from SM-LWFA to LWFA is observed in the simulation. Since the laser pulse length is longer than the plasma wavelength, the back flowing electrons encounter and couple with the latter part of the drive laser, leading to the erosion of the laser pulse tail. Another possible contribution to the rear pulse steepening is the variation of the group velocity across the laser pulse as discussed by Schreiber et al. [28]. As showed in Figs. 4(c) and 4(g) at 3 ps, the pulse duration has been reduced to about 30 fs while the longitudinal wakefields increased from 250 GV/m up to 600 GV/m. In such cases, a bubble-like electron-free cavity appears right behind the laser pulse. At this time, the pulse length is similar or even shorter than the nonlinear plasma wavelength. A group of background electrons are injected at the end of the bubble and are accelerated rapidly by the wakefields. Soon the head of the injected bunch (only a small part) catches up with the laser, aggravating the erosion and shortening the pulse length to about 5 $\mu$m within 1 ps (see Figs. 4(d) and 4(h)). Different from the higher density condition, the major part of the self-trapped electrons don’t interact with the laser pulse. This is one of the most important reasons for producing well-collimated electron bunches. Meanwhile, the drive laser pulse is still strong enough to maintain a stable...
accelerating structure for hundreds of micrometers, ensuring most of the trapped electrons are accelerated to more than 20 MeV with a narrow energy spread before dephasing and depleting. The beam divergence angle could remain fairly small (~2 µm diameter) during acceleration because the transverse restoring forces were large and the interaction process was stable. This whole injection and acceleration process is like the standard LWFA, except the laser-plasma parameters' matching is spontaneous and much easier to realize in a real experiment. After density scanning in OOPIC, we found that the quasi-monoenergetic beams could only be generated in a narrow plasma density range (1.5~2.5 × 10^{19} cm^{-3}), which was similar to our experiment results. If operating at higher densities, the plasma wavelength is still much shorter than the modulated laser pulse when the self-injection happens. In addition, the self modulation and the hose instabilities destabilized the “bubble”, hence no collimated and quasi-monoenergetic electron beams are generated, a phenomenon observed in former experiments [18–20]. When the plasma density was lower than 1.5 × 10^{19} cm^{-3}, the longitudinal wakefields couldn’t increase to more than 500 GV/m due to weak self-focusing. As a result, there’s hardly any background electrons self-trapped by the wakefields. In optimized conditions with the plasma density around 1.74 × 10^{19} cm^{-3}, we obtained a beam with a central energy of about 25 MeV and energy spread of 5% in simulation, as shown in Fig. 5, which was in good agreement with our experimental spectrum. The transverse NDA is about 85 mrad in the simulation, which also agrees well with the estimation based upon our experimental results.

Based upon the simulation results, we can offer a simple physical explanation for the small normalized divergence angle bunches in our experiments:

As mentioned above, the normalized divergence angle is defined as θ_{nx, ny} = γθ_{x, y}. For a self-injected electron in LPA, the longitudinal velocity is much larger than the transverse velocity and approximately equals the speed of light, so we can re-write the expression of θ_{nx, ny}: θ_{nx, ny} = γθ_{x, y} = γν_{x, y}ν_{x}/p_{x, y} = γ(m_{e}c), where ν_{x, y}, v_{x, y} and p_{x, y} are the transverse and longitudinal velocities of the electron and the electron’s transverse momentum, respectively. So θ_{nx, ny} is found to be related only to the electron’s transverse momentum. We can further divide p_{x, y} into the initial transverse momentum before the self-injection p_{0x, y} and the momentum change during the injection and acceleration process δp_{x, y}, respectively.

For a blowout acceleration, the extremely high laser field increases p_{0x, y} and the relatively low transverse wakefield weakens the momentum damping. But owing to the shorter laser pulse length, the trapped electrons will experience stable injection and the acceleration continues until they catch up with the laser. This contrasts with a typical SM-LWFA, wherein the self-injected electrons are influenced by the laser’s tail during the acceleration which leads to a significant increase of δp_{x, y}. As a result, the geometric divergence in SM-LWFA can
hardly be smaller than 10 mrad in the previous SM-LWFA experiments. For our case, we chose an optimum density to make a smooth transfer from SM-LWFA to LWFA. The small laser power guarantees a small $p_{0x,y}$, while the stable injection and acceleration process leads to a small $\delta p_{x,y}$.

5. Summary

In summary, we present our recent LPA experimental results in which we obtained 23 MeV quasi-monoenergetic electron beams with small energy spread while using a laser with only 2 TW power interacting with He gas target. Despite the requirement of $\tau c > \omega_p$ and $P > P_c$, we emphasize the laser plasma parameters must be carefully scanned and matched to balance the SM-LWFA and LWFA regimes during the acceleration procedure. By taking advantage of the best features of SM-LWFA and LWFA, we succeed in reducing the initial transverse momentum and momentum change simultaneously, thereby producing a well-collimated electron beam with a normalized divergence angle as low as 92 mrad. The simulation results confirm the feasibility of this simple method. This new observation may build a new bridge between the conventional and novel acceleration communities and increase the applications for the LPA process.
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